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1. INTRODUCTION

A variety of steady state physical phenomena [3,6-9] linked with boun
dary value problems for the diffusion equation, the wave equation in
separated form, or those which arise after transforming the time depen
dence in an initial value problem are associated with linear second order
partial differential equations of the form

where

and

2'(w) := [V2 + K· grad + c(r, 8)] w(r, 8) = 0, (r, 8) E D,

(1)

K(r, 8) := erG(r, 8) +eflH(r, 8),

Here, er and efl are the standard basis vectors expressed in terms of the
plane polar coordinates (r, 8). The coefficients are real analytic functions
on the closure of the region D and c(r, 8) ~ 0. In function theory, the
solutions are viewed as natural extensions of harmonic or analytic
functions, and D is taken as a bounded, star shaped region relative to the
origin with a Holder continuous boundary. Function theoretic methods
[9, 10] that approximate solutions are of permanent interest and have
been extensively developed for real-valued regular solutions of the Dirichlet
problem

2'(w) =0,
(DP)

w~ (ro, 80 ) = !(roe iflO ),
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(r,8)ED
(2)
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with continuous boundary data; w-(ro, ( 0 ):= lim w(r, 0) as (r, 0)-+
(ro' ( 0 ) along the inner normal.

The focus of the function theoretic method is on a pair of integral
operators that establish a one-to-one correspondence between solutions of
the partial differential equation and associated functions that are analytic
in a single complex variable. The point is to solve an equivalent boundary
value problem in analytic function theory using available methods and then
recapture the solution of the DP through an integration. Among the DP
that are amenable to this approach are those whose associated problems
unlock by singular integral equations [6,9,23], quadratures [9], Bergman
kernels [1,3], Riemann series expansions [18,19], and the method of par
ticular solutions [9, 11].

Regarding the method of particular solutions, one considers the error in
approximating a solution u by an element in a finite dimensional subspace
S of particular solutions. The natural question arises of finding the optimal
function in S that approximates u with minimum error relative to a given
norm. The related problem is to identify the best approximation map (if it
exists) for the DP relative to the subspace S. The answers flow from non
linear convex programming problems. However, the algorithms for their
solution are complicated and converge slowly as is the case for mini-max
polynomial approximation of continuous functions on an interval or its
analog in analytic function theory. Consequently, alternate methods are
sought for finding information about the best map and/or the optimal
solution.

The place to begin is with the theory of near-best approximation being
developed by J. C. Mason [12-16] and others [4,17] for analytic
functions on a disk. Their basic idea is to replace the nonlinear problem of
determining the optimal approximate of an analytic function relative to a
given subspace and fixed norm with that of solving an appropriately
defined linear problem. The method is constructive so that the results are
useful when the errors in making this replacement are acceptably small.
The aim here is to recast this theory into a function theoretic setting and
thereby obtain practical information about approximate solutions of the
DP. This imbedding is accomplished by modifying and inverting operators
of S. Bergman [1] and R. P. Gilbert [7,9] to construct an integral trans
form pair with norm preserving properties.

2. PRELIMINARY WORK

The radial form of Eqs. (1) that is traditionally taken in function theory
on the disk is
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with coefficients that are entire functions. It reduces to the Helmholtz
equation when a(r2) == 0 and c(r2) = -A? < O. Changing dependent
variables by the relation

puts the equation into its canonical radial form [9],

(3)

where

For convenience Eq. (3) will be referred to as the diffusion equation because
of its connection with that problem. The coefficient F(r 2

) is taken as non
positive so that the DP has a unique solution [9-11].

To extend analytic function theory from the disk, we consider regular
(classical) solutions in Dp: x 2+ y2 < p2. Each solution is associated with a
unique analytic function f in D2p [1,5] by the transform

f
+l

u(r, ())=Bf(z):= £(r2, t)f(a)djl(t),
-I

where

The measure of this transform is

and its kernel is expressed as a Taylor's series

00

£(r2, t) = 1+ L t2n Q(2n)(r2)
n~1

(4)

that is analytic in t E [ -1, +1] and entire in r E [0, (0). The coefficients
themselves are entire function solutions of the system of differential
equations

where for n = 1, 2, 3, ...,



and n = 0, 1, ...,
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A complete set of particular solutions relative to uniform convergence on
compacta of D p [1,3,9] is given for all n=O, 1,2, ,.. by the functions

where z = re iO,

and

where

It is convenient in this analysis to normalize these functions as

n =0, 1,2 ..., (6)

so that f/>n(P, 0) = einO. Here and throughout the remainder of this paper it
is tacitly assumed that the radius P of the disk is selected so that it is not a
zero of any j(n). If it were, the subsequent analysis is extendable to sub
spaces derived from compability conditions defined at the boundary of the
disk and is left to the reader. We note that the estimate in Eq. (11), to
follow, shows that P cannot be a limit point of zeros of a subsequence of
the j<nl's.

The desire to formulate a near-best approximation theory in a natural
way suggests an alternate to the operators found in [1,8,9]. Proceeding in
this direction we define the kernel

K(s, r, p) := lim Km(s, r, p),
m~ 00

where

m

K ( ) (1/2 ') " Sk - 'j(k l(r2 )/j(k)(p2),m S, r, p := 1tl L...
k~O

m=0,1,2, ....

The particular solutions are then formally generated for all n = 0, 1, 2, ... by
the integral transform

f/>n(r, 0) = B*(zn) := f K(s, r, p) Tn ds,
lsi ~,
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with generating variable r = 2lsp. The normalized form of S. Bergman's
operator is now defined as

u(r,8)=B*f(z):= f K(s,r,p)f(r)ds
lsi = I

so that the regular solution

(7)

00

u(r,8)= L an lPn(r,8),
n~O

and the unique analytic function

(8)

00

f(z) = L anZn
n=O

(9)

correspond on Dp'

To verify this association, we begin by establishing convergence of the
kernel. Let us proceed to factor it as follows:

(10)

Here the entire function IE*(s2, t)1 :::; 2c, for some constant c > 0 provided
that s:::; p. And, the estimate

follows where

W n : = [2TO/2) T(n + 1/2)]IT(n + 1).

Working with Eq. (10) gives the estimate

which is uniform in s:::; p for some conveniently chosen constant c. Let
sufficiently small e > 0 be given. From the above bound we see that there is
an integer no = no(e, p) such that for n ~ no the bound

(11 )

is valid for all s :::; p. In other words, the ratios

where r:::; p,

are bounded by terms that decrease geometrically on Dp • The method of
dominates implies that the kernel K( w, r, v) is absolutely and uniformly
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convergent on compacta of the set (lwl=l)x(lvl=p). Thus, the unique
representation u = B.(f) is valid on Dp' We will find that the linear map
B. may be thought of as an isomorphism between the linear spaces of
analytic functions in D p and of regular solutions of the diffusion equation
in D p •

We turn our attention to the behavior of B.(f) at the boundary. In
analytic function theory one conveniently takes the standard domain as the
unit disk ,1 : = D l' Following Mason, let d (,1) be the linear space of
analytic functions in ,1 that is continuous (in the sense of radial limits ) on
the closure, cl( ,1), of ,1. This is to say that if fEd (,1), then f is analytic on
,1 and

00

f(e i8 ) := lim f(re i8 ) = L anein8
rt 1 n=O

is a (uniformly) continuous function on [0, 2n). It is necessary to examine
the continuity of B.(f) at the boundary and thereby identify the linear
space d·(,,1):= {B.(f):fEd(L1)} with the linear space d(L1).
Proceeding in this direction we apply some of the methods in
[1; 2, pp. 430-433]. Write

u(r, 8) := [u(r, 8) - f(re i8 )] + f(re w)

00

= L {anrnein8(G(n)(r2)-G(n)(I))/G(n)(l)}+f(rei8).
n=O

To verify that the limit of the series is zero at the boundary, we first apply
the triangle inequality and Eq. (11) to show that

I(G(n)(r2)-G(n)(I))/wnl ~cl/(n+ 1).

The next step is to rewrite the bracketed term and apply this estimate as
follows:

I(G(n)(r2) - G(n\ 1) )/G(n)( 1)1 ~ 1((G(n)(r2) - G(n)( 1) )/wn)/G(n)( 1)/wnl

~ (c1/(n + 1)) Iwn/G(n)(I)I.

It then follows from the lower bound in Eq. (11) that

I(G(n)(r2 )-G(n)(l))/G(n)(l)1 ~K/(n+ 1) (12)

for all positive integers n ~ M where M and K are suitable constants.
Working with the tail of the series gives
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Successive applications of the CBS and Bessel's inequalities show that

P f PL lanl/(n+l)~(1/4n2) If(sWds L (l/(n+lf).
n=m 0.1 n=m

In other words, the series tends to zero independently of (r, (J) and
therefore u(r, (J) ....,. f(e iB

) uniformly for (J E [0, 2n) as r""" 1. Because the
identification of u with B*(f) is unique, the spaces d*(L1) and d(L1) are
isomorphic. This means that the functions in d*(L1) and solutions of the
DP are naturally identified by the operator B*.

The identification u = B*f = f at the boundary provides sufficient infor
mation to recover the associate of u. The inversion is simply provided by
the Cauchy integral

where

and

f(re iO
) = B; 'u(r, (J) : = f C(s, re iO

) u(s) ds,
0&

u-(e iO ):= limu(r, (J)
rjl

C(s, z):= (1/2ni)(s-z)-',

(13 )

with the observation that the boundary function is the restriction of the
associate to the boundary of .1. We summarize these ideas in the following
theorem.

THEOREM 1. A regular solution u of the DP is uniquely represented by
u = B*f, where f is the analytic continuation of the boundary function to .1.
Conversely, the associate f is uniquely recovered from a regular solution u of
the DP by f=B;'u-, where u- is the restriction ofu to the vL1.

Let us turn in the direction of some applications that are related to the
useful approximation of functions on a disk.

3. FUNCTION THEORY OF NEAR-BEST ApPROXIMATIONS

With the basic transformations in place, a few definitions are now
reviewed. Let Y be a linear space endowed with a norm, 11,11, and let X be a
subspace of Y. A map M: Y....,. X is referred to as an approximation map. If
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the map sends each element y E Y onto its best or optimal approximation
My =Yb E X in the sense that

Ily- Ybll ~ Ily-hll, for all hEY,

then it is referred to as a minimal or best approximation map. Needless to
say, the problem of finding a best approximation map can quickly become
nonlinear [4]. To compensate for this, the idea of near-best approximation
is introduced [13, 17]. An element Y*E X is a near-best approximation of
Y E Y to within a relative distance v if the estimate

(14 )

applies. The usefulness of the estimate depends on v being sufficiently small.
There is an important class of approximation maps called the projections;

these are bounded, linear, and idempotent. Let P: Y ..... X be a projection
and define the operator norm 11·11 as

IIPII := sup{ IIPyl1 : Ilyll = 1, y E Y}.

A projection has the property that

Ily - Pyll ~ III - PII dist(y, Y),

where dist(y, Y) := inf{ IIY - til: t E Y} so that the operator inequality
III - PII ~ 1+ IIPII shows that

(15)

whenever a best approximation Yb to Y exists. The projection provides a
near-best approximation Py=y* of y and v= IIPII gives a bound on the
relative distance from the best approximation.

The plan is to develop aspects of near-best approximation in the space
d*(Ll) from antecedents that pertain to the space d(Ll). Consider an
(n + 1) dimensional subspace

and its image

under the isomorphism B*. A map M: d(Ll) X induces the natural
approximation map M*=B*MB;l: d*(Ll) X*. Conversely, the
approximation map M = B;lMB*: d(Ll) ..... X is induced by the natural

640/55/3-2
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map M.: d·(LI) ~ X·. In particular, the projection P: d(LI) ~ X induces
the natural map

(16 )

which is easily shown to be a projection. Since the map B. is an
isomorphism, the functions

n

P.u(r,O)= L akB.¢Jk(r,O)
k~O

and

n

Pf(re ilJ
) = L ak¢Jdr,O)

k~O

(17)

are uniquely identified by the corresponding projections of u = B.f
In this paper we are working with the ordinary uniform (Chebyshev)

norm

Ilhll := max{lh(z)l: zEcl(LI)}

on h Ed (LI ) u d·(LI). The map B. is an isometry relative to this norm. To
verify this useful property, let u = B.f, and show that Ilull = IIB.fll. On the
spaces under consideration maximum principles hold. This means that Ilull
and II f II are attained on the boundary where u .and f are identical. It
follows that lIuli and Ilfll are identical. In particular, IIB.fll = 1 whenever
IlfII = 1 proving that the operator norm IIB.II = 1. Replacingf=B;lu and
u = B.f in this reasoning establishes that the operator norm liB; III = 1 is
valid too. Application of these facts to the standard operator bounds
lIP. II ~ IIB.II IIPII IIB;III and IIPII ~ IIB;III IIPII IIB.II show that the
induced projection is norm preserving, liP. II = II PII. This information is
summarized in the following theorem.

THEOREM 2. Let X be afinite dimensional subspace ofd(LI) and let P be
a projection that sends d(LI) onto X. Then the natural induced projection
p. = B.PB;I sends d·(LI) onto X· and preserves the norm, IIP·II = IIPII.

The result is clearly useful. A practical near-best approximation in the
associated space d(LI) automatically induces a practical near-best
approximation in the space d·(LI). The best or optimal approximations
correspond when they exist. Finally, a member pO of a set L of projections
with common domain and range that has minimum norm is referred to as
a minimal or best projection map. We turn our attention to some examples.
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5. NEAR-BEST ApPROXIMATION IN VARIOUS SUBSPACES
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Applications of these ideas to the DP will draw upon existing projection
methods in the function theory of d(A). The examples involve Taylor's
series and the link between Lagrange interpolation and the discrete Fourier
projection. Let us begin with subspaces X n of d(A) that are algebraic
polynomials of degree n. These are designated by

for fixed n = 0, 1,2, ....

Consider the set of projections

L (Xn ) := {P: projections P: d(A) --+ X n }

and the set of induced projections

L (Xn := {P*: P* is a natural projection induced by PE L}'

It is known [13,17] that the minimal projection map pO:d(A)--+Xn

exists. In view of the imbedding Theorem 1, the induced projection
P~:= B*poB;l is a minimal projection map. The first example shows that
the induced Taylor projection

(18)

is a minimal projection drawn from the Taylor projection map T(n) sending
fEd(A) onto T(nlj, the nth partial sum of the Taylor series expansion
T(nlj of f In the first section we constructed a natural identification of the
solutions of the DP with the functions in d*(A). This leads to the first
example.

THEOREM 3. On the disk A, let u be the solution of the DP with
continuous boundary data f Then each of the following is valid:

(a) The induced Taylor series projection T~) is the minimal projection
in the family ofprojections L (X:)from the solutions of the DP onto X: for
fixed n=O, 1,2, ....

(b) The induced Taylor series projection has bounded norm;
II T~)ull ~ Tn where

Tn: = (l/n) r Isin(n + 1)tl /sin t'" (4/n 2
) O(log n)

for large n.
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(c) T~)u is a near-best approximation of u in X: for fixed
n=0,1,2, ....

(d) The representation of the induced projection is

T~)u(r, 8) = J K~l(rei8, s) f(s) ds
oj

with kernel

for fixed n = 0, 1,2, ....

Proof The verification of these claims is immediate. First, let P* be a
projection in L (Xn Then liP *11 = IIPII and since the projection T(n) is
minimal in L (Xn ) (see [13,17]), IIPII ~ IIT(n)ll. However, IIT~)II = IIT(n)11
which completes the first part because then the bound liP* II ~ II T~)II shows
that the induced map is a minimal projection in L (Xn Part (b) follows
from the identity II T~)II = II T(n)11 ~ Tn where Tn is defined in [13]. Continu
ing this line of reasoning we will find that two best approximations
correspond. They are the approximation Ub of u E d*(L1) and the
associated approximation fb whose existence is guaranteed [13, 17]. The
correspondence is a direct consequence of the uniqueness of the represen
tations and the isometric property of the operators displayed by the
estimates; Ilu - ubll = IIB*(f - fb)11 ~ IIB*" Ilf - hll = Ilf - hll =
IIB;lU-B;lVII ~ IIB;lll Ilu-vll = lIu-vll, vEd*(L1). Note that
Ub E d*(L1) because the map is closed.

Having found the best approximation of u, one sees that the induced
Taylor map is a useful near-best approximation from the bound

and the estimate IIT~)II-(4/n2) O(logn). The proof is completed by
finding the map. Let

T~)u(r, 8) = B* T(n)B;lu(r, 8)

= B*T(n)f(z)=B* C~O akz
k
}

for fixed n = 0, 1,2, ..., where

where z = re i8,

ak := (1/2ni) J s -k - If(s) ds,
oj

k=O, 1,2, ..., n.
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Rearranging some terms gives the representation of the map as

T~)U(r,(J)=B*{tA (l/2ni) k~O (Z/S)k s-lf(s) dS}

= f B* {(1/2ni)((1 - (z/st +, )js( 1- (z/s)))} f(s) ds.
8A
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We remark that on compacta of A the uniform convergence of T(nlj --+ f
induces the uniform convergence of T~)u --+ u as n --+ 00.

The second application of the imbedding theorem focuses on inter
polation of the boundary values on a set Q n:= {z0' z" ..., Zn} of
preassigned points. A Lagrange interpolating projection map is defined by
Ln: d(A) --+ Yn where Yn:= {polynomials interpolating f at Q n} (see
[13,17]). If gE Yn , then B*g is a generalized polynomial solution of the
diffusion equation that interpolates boundary values

where O:::;j:::; n.

Of the set of Lagrange interpolating polynomials, there is a special sub
space Zn that interpolates at the Fourier points An: = {1, w, w2

, ..., wn- 1
},

where w is a primitive nth root of unity. These are the discrete Fourier
projections defined for fixed n = 0, 1,2, ..., by

n

F(n)f(z):= L f(wk) fk(Z),
k=O

where the fundamental polynomials of pointwise interpolation [17,20] are

where O:::;k:::;n.

Like the case of the Taylor's projection, a natural Fourier projection is
induced by F~) = B*F(n)B;;l. This generalized discrete Fourier projection
must interpolate the boundary values of the solution of the DP by

( ) () f .F:u(1, j)= (wi), where O:::;j:::; n. (19)

And, it too is norm preserving, IIF~)II = IIF(n)ll. Let L (Yn ) be the family of
Lagrange interpolating projections L n : d(A) --+ Yn . The family of induced
interpolating projections is L (Y;n The minimality of the map F~) is not
proved, but we see that F~)u is a useful near-best approximation for
u in the subspace Z: := {F:: F: = B*FnB;;', L:: d*(A) --+ Z:} by
exhibiting a bound for the norm IIF~)II. This and a few more facts are
brought out in the next theorem.
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THEOREM 4. On the disk Ll, let u be the solution of the DP with
continuous boundary data f Then each of the following is valid:

(a) The induced Fourier series projection F~lu is a solution of the
diffusion equation that is a near-best approximation of u interpolating f at
the Fourier points for fixed n = 0, 1,2, ....

(b) The norm IIF~nlll = Yn where

n

Yn := (1/(n + 1» L csc((2k + 1) n/(2n + 2» - O(2/n log n)
k~O

for large n.

(c) Therefore, F~)u is a useful near-best approximation ofufor fixed
n=O, 1,2, ....

(d) The representation of the induced projection is

F~)u(r, 8) := f c ~)(s, re iO
) f(s) ds

8,1

with the kernel

C~)(s, z):= B. t~o C(s, w
k

) fk(Z)}

for fixed n = 0, 1,2, ....

Proof The projection F(n1u is constructed as a solution of the diffusion
equation. And, F~)u interpolates f at the Fourier points because the
identity is valid F~n)u = F(nlj at the boundary. Moreover, the projection is a
near-best approximation map since

where Vb = B*fb for fb which is the best approximation of u in the subspace
of interpolating polynomials at the boundary [17]. The norm equality
IIF~n)11 = IIF(n)11 ~ Yn establishes (b) and the fact that F~)u is a useful
near-best approximation ofu because Yn-O(2/nlogn) (see [13,17]).

To find the realization of the map let us compute

F~n)u(r, 8) =B. F(n)B; lu(r, 8)

=B*F(n)f(z)=B. t~of(Wk)fk(Z)}, where z = reiO.
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At the Fourier points, the identity
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where O~k~n,

holds and the resulting equation

for the representation of the induced projection completes the argument.

It is useful to point out that numerical methods are available for aiding
in calculations. These are inherited from the analytic function theory by
the imbedding process. In particular, the Taylor coefficients of the
"polynomial" T~)u can be computed by numerical contour integration on
the oA via Cauchy's formula. By trapezoidal discretization of the integral,
the computation of the m-point trapezoidal discretization approximations
to the mth Taylor coefficient reduces to the discrete Fourier transform of m
values at the m roots of unity (see [17]). Doubling the number of function
evaluations at each stage, an effective fast Fourier transform computes the
sequence F(m -llj, m = 1, 2, 4, ... ,. and, consequently computes the coef
ficients of F~m - I)U when the approximate solutions arise from the Taylor
algorithm for T(ny For numerical examples refer to [17].

5. CONCLUDING REMARKS

In considering function theoretic generalizations of these ideas for the
diffusion equation, several possibilities unfold. We shall comment on some
of these. First, to investigate an 2 P(A) theory for p > 1, meaningful criteria
for the kernel of the operator to be in 2 P/(P-l)(A) are not easy to identify
from the system of differential-difference equations (5) used to generate the
Taylor coefficients. The operators Band B* do not extend to doubly con
nected domains without modifications that render them ineffective. In look
ing at higher dimensional problems with axial symmetry, the problem
remains two dimensional (two independent variables) even though the
interpretation is higher dimensional. Transform theory of Gilbert [8,9]
and A. Weinstein [22, 23] show that for the axially symmetric Laplacian
the DP extends to spaces En of (fractional) dimension n ~ 3 (n # integer).
We find that summability methods imply the imbedding theorem for n ~ 3.
However, at this point, the transition from n = 2 to n> 2 remains open.
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Thus, to bridge this gap is to extend the results of Mason et al. [12-17J to
En (n ~ 2). This will be the subject of a later report.

In closing, it should be noted that the uniform convergence of the
associated analytic functions on compacta of L1 induces uniform con
vergence of the series expansions of the solution. These may be analytically
continued as solutions of the diffusion equation on Cjcl(L1) by Gilbert's
envelope method.
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